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Abstract 

A procedure is described for developing simple 

approximate equations of state of liquids from Hugoniot P-V 

relations determined in shock wave measurements. This is 

applied to a number of liquids and a table of coefficients is 

given. 

The formalism of irreversible thermodynamics is 

applied to time-dependent phase transitions in iron and an 

approximate set of constitutive relations is obtained in a 

form suitable for numerical integration with the equations of 

continuum dynamics. These are applied in an approximate form 

to study the development of the two-wave structure in iron 

caused by the a-~ phase transition. 

Finite strain theory is applied to the analysis of 

shock wave data for quartz, and the results supply enough 

information to estimate some of the fourth-order elastic 

constants. 
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Foreword 

The work reported here represents the results and the 

state of understanding which had been achieved in December, 

1966. Since that time some further progress has been made, 

and it will be described in later reports of this series. 

Particular attention is drawn to the approximate temperature 

calculation described in Section 4.1. The basis of this approx­

imation is now thought to be unsound, so some skepticism should 

be maintained concerning temperature effects reported. For­

tunately these are few and slight, and the general conclusions 

of the report are not affected by possible errors here. 

A major shortcoming of the theory, but one which is very 

hard to evaluate, is the complete reliance on equilibrium 

thermodynamics to describe the static behavior. It is quite 

likely that metallurgical considerations govern the true pro­

gress of the a-£ transition in iron; consequently the static 

reference states to which dynamic effects are referred may be 

metastable and very different from the thermodynamic states. 

This is suggested by recent static pressure measurements by 

Bassett and co-workers (J. Appl. Phys., Jan. 1967) and by shock 

de-magnetization experiments by R. A. Graham of Sandia Corpora­

tion (private communication). Satisfactory metallurgical 

models for such processes are not presently available; it is 

hoped that shock wave measurements will help to stimulate the 

development of such models. 

February, 1968 
xi 
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I. INTRODUCTION 

Numerical methods for the integration of the equations 

of finite amplitude wave propagation have reached such a stage 

of development that the principal limitation on predictions of 

wave effects is more apt to be uncertainty in the constitutive 

relations of the material than inability to perform the inte­

grations. The complete constitutive relations for a real solid 

may at present be regarded as unknowable. Practically useful 

relations can be obtained from a succession of approximations, 

to each of which is attached some uncertainty. For high ampli­

tude compressive waves the predominant relation is the hydro­

static one between pressure, volume and temperature. To this 

may be added the effects of finite shear strength, which makes 

the pressure tensor anisotropic, strain-rate effects which cause 

deviations from equilibrium, and partition of internal energy 

among thermal, surface, and inhomogeneous effects. 

In the present work the primary emphasis is on the 

effects of phase transitions on compressive wave forms, partic­

ularly when the rate of transition is too slow to exactly follow 

the changes in pressure, temperature, and density associated 

with the compressive wave which initiates the transition. In 

order to study these effects it has been necessary to develop 

computer programs for integration of the flow equations for the 

appropriate constitutive relations. In the course of this 

1 
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development other useful results on equations of state have been 

produced, and these are described in the following sections. 

, 
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II. CONSTITUTIVE RELATIONS 

2.1 General Considerations 

The term "constitutive relations" is used in a generic 

sense to encompass all material properties which must be combined 

with the equations of continuity, motion, and energy conserva­

tion to supply a complete set of flow equations. Constitutive 

relations in practice usually reduce to an equation of state 

relating pressure, volume, and temperature or internal energy. 

This simplification is partially enforced by ignorance of other 

material relations; it often yields, in addition, quite a good 

description of wave propagation over a wide range of parameters. 

The equation of state is necessarily accompanied by a statement 

about the variation of specific heat with pressure and tempera­

ture. It may on occasion include information about rigidity and 

yield or even rate effects. For the present we consider the 

equation of state as defined above. These considerations are 

themselves useful and they will provide insight into the require­

ments which must be satisfied by more general constitutive rela­

tions. The following remarks are necessarily limited in their 

scope. More detailed information will be found in various review 

articles (1,2). 

2.2 Equations of State for Fluids (3) 

A "complete" equation of state for a fluid is a rela­

tion between thermodynamic variables which is sufficient for 

3 
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calculating any thermodynamic parameter of the material, given 

two. For example, if specific internal energy, E, is given as 

a function of specific entropy, S, and specific volume v, 

E = E(S,v), then 

P 

T 

H 

= 

= 

= 
etc., 

-(Me/ nv)S 

(Me/~S) 
v 

E + pv 

where p, T, H are pressure, temperature and specific enthalpy. 

On the other hand, if pressure is given as a function of T and 

v, as usually occurs, then neither internal energy nor enth*lpy 

can be calculated without specifying the specific heat. 

When partial equations of state are given, as in the 

last example, then certain limitations are placed on other 

thermodynamic quantities if all are to be compatible. This is 

illustrated by the following example. Suppose that specific 

heat at constant pressure is known as a function of temperature 

and assumed to be a function of temperature alone: Cp = Cp(T). 

Then by the following argument we can see that the relation be­

tween p, v, and T must be that of Eq. (2.1) below: 

(oH/nT)p = Cp(T) by definition. (2.1) 

If H = H(p,T), then 

or 

H = J Cp(T)dT + f(p) • 

, 
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He may thus write that 

= f' (p) = 

= v - T (~V/?\T)p. 

Dividing by T2 we find that 

fl(P)/T
2 

= -(o(V/T)/cT)p. 

V!hen integrated this yields the implied form for the equation 

of state: 

v = f 1 (p) + Tg ( p ) (2.2) 

where g(p) = (~V/~T)p 

In a similar way it can be shown that if specific heat at con­

stant volume, CV' is a function of T alone, Cv = Cv (T), then 

it must follow that p, T, and v are related by a Gruneisen 

equation: 

p = f(v) + Th(v) (2.3) 

Both Eqs. (2.2) and (2.3) are remarkably simple. The 

(p, v, T) surfaces that can be represented by either of these 

can be constructed from a "bamboo-place-mat." In the first 

case the straight sticks lie in planes of constant p; in the 

second they lie in planes of constant v. 

Eq. (2.3) has the same form as the Mie-Gruneisen equation: 

p = (2.4) 

where Pk is pressure on the isotherm T = To. With the assumption 
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that Cv = Cv(T) , Eqs. (2.2) and (2.3) then imply that 

= o. 

This condition implies that (~r/~T)v F 0 unless Cv = const. 

While it is very likely true that r does depend upon T (4), 

the only available theories of any generality suppose that 

r = r(v) (1). Fowles has obtained a more general compatibility 

relation for rand Cv (5): 

= (~(rc )/~lnT) v v 

It turns out that this is satisfied by the Debye theory of 

specific heats. However, any dependence of Debye . temperature 

on temperature violates the condition. 

Despite these difficulties, Eq. (2.3) has been commonly 

used to extend pressure-volume data determined from shock 

studies into off-Hugoniot regions (1). Doran (6) has gone even 

farther to show that quite reasonable representations of the 

equations of state of solids can be obtained with r/v = constant. 

In view of the limitations on rand Cv ' it is unlikely 

that the zero degree isotherms calculated using Eq. (2.4) and the 

Slater or Dugdale-McDonald relation for r are physically reli­

able. Their principal virtue is that they provide a consistent 

and reproducible procedure for determining a reference curve. 

An alternative procedure is to calculate the isotherm passing 

through the initial state of the Hugoniot. This avoids some of 
o 

the difficulties associated with extrapolating to 0 K. It in-

troduces some new ones inasmuch as there is now no theory for 

---------
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calculating r. However, since the low temperature region is 

eliminated, the assumption r/v = constant may be a reasonable 

one. Then Eq. (2.4) becomes 

P = (2·5) 

= (2.6) 

= (2.7) 

= 

where b = r/v = constant, Cv = constant, Pi(v) and Ei(v) are 

pressure and internal energy, respectively, on the T isotherm, o 

and subscript "H" refers to the Hugoniot curve. Setting P and 

E in Eq. (2.5) equal to PH and EH and combining with Eqs. (2.6) 

and (2.7) yields a differential equation for Pi: 

= (1 - b(vo-v)/2)(dPH/dv) 

+ bpH/2 + b2C T v 0 

The solution of this equation is 

f(v) 

Pi (v) = A exp (-bv) + bC T B v 0 

= 

B = 1 - exp (b(v -v» o 

(1 - (b/2)(vo-v» PH exp (bv). 

(2.8 ) 

(2.9) 
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Experience has shown that Hugoniot data for liquids and solids 

can be fitted quite well by curves of the form 

where x = Pv - 1 o . 

3 
Ph(v) = I anx

n 

n=l 
(2.10) 

Equations of the form (2.10) have been fitted to shock 

data on liquids and used to calculate Pi(v) and Ei(v) from Eqs. 

(2.9) and (2.7), respectively. The numerical results are used 

in a least squares procedure to calculate the coefficients bn 
in the equation for isothermal pressure: 

3 

Pi = I bnx
n 

n=l 

where x = pvo-l as in Eq. (2.10). The coefficients an and bn 
are given in Table I. 

, 



Table I 

Equation of State Parameters for Liquids 

Vo b Gv Mbars 
Liquid 

cc/g g/cc Mbcc/g 
a1 a 2 a 3 b1 b 2 b3 

Acetone 1.266 .7717 .2210 x 10- 4 .011430 .066642 .06529 .0065389 .072453 .039347 

Ethyl Alcohol 1.266 .500 .2390 " .010664 .012718 .18343 .0084472 .022402 .15276 

Hg .07390 37.14 .0140 " .28484 .33709 5.2384 

Glycerine .7950 .9770 .2360 " .045598 .18572 .39734 .04035 .20832 .29888 

Benzene 1.139 1.11)5 .1700 " .015154 .076136 .13401 . 0082263 .089867 .075642 

Ethyl Ether 1.405 .5270 .2260 " .0072023 .036930 .082756 .0046190 .042386 .063185 

Methanol 1.264 .4750 .2510 " .0099446 .044929 .11398 .0078472 .050666 .092903 

CC14 .6260 2.114 .08400 " .014417 .0787315 .159736 .0075315 .095623 .088747 

Water 1.002 .1070 .4180 " .021950 .017078 .07004 .021810 .017614 .067912 
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2.3 Elastic Solids (G. R. Fowles) 

The shock compression of quartz is of particular interest 

because of its importance to geophysics, its wide-spread use in 

shock wave studies as a pressure transducer, and because it rep-

resents a different class of materials from the more thoroughly 

studied metals. In this paper we describe measurements similar 

to those reported by \~ackerle (l~. The data are in substantial 

agreement; however, the recording techniques were somewhat dif­

ferent so that the present results* provide independent corrob­

oration, in most respects, of 'vackerle's data. 

In addition to descriping the experiments and the results, 

we examine the agreement between the uniaxial stress-strain data 

derived from shock experiments and predictions based on finite 

strain theory and the second and third-order elastic constants 

measured by McSkimin, et al. (39), and Thurston, et al. (40). 

From this comparison it is clear that shock-wave measurements and 

low pressure acoustic measurements are complementary methods for 

evaluating higher order elastic coefficients. 

In Section 2.31 we describe the experimental technique 

and the experimental results; Section 2.32 gives a brief outline 

of finite strain theory and its application to the shock experi­

ments. Conclusions are discussed in Section 2.33. 

*These data were reported originally in the author's Ph.D. 
thesis (48). 
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2.31 Experiments 

A. Experime ntal Method 

11 

In the experiments shock propagation velocities and associated free 

surface velocities were measured in alpha quartz crystals oriented as X,. Y, 

or Z-cuts.* Shock waves of varying intensity were generated by plane-wave 

explosive lenses with or without additional explosive pads. 

The experimental arrangement is shown schematically in Fig.2.1. A 

four-inch diameter explosive lens (and in some cases an explosive pad) was 

cemented to one surface of a 1/2-inch thick, 5-inch diameter Du ral plate. The 

quartz speci~ens (usually two) were cemented to the opposite, lapped surface 

of the plate. The specimens were a~curately flat and polished; the tolerance 

on crystallographic orientation was ± 1°. The faces of the specimens in 

contact with the plate were vapor-plated with aluminum to yield a reflecting 

surface. L~cite mirrors, also aluminized on their inside faces were cemented 

to the outer surfaces of the specimens at angles of 3 to 8°. The edge of the 

lucite mirro r in contact with the specimen was, in each case, set back from 

the edge of t he specimen at least one specimen thickness to avo i d interference 

from edge effects. The X, Y, or Z orientation refers to the smaflest linear 

dimension and also designates the direction of shock propagation. The X-cut 

crystals were measured in both the + and - orientations because of the large 

differences observed in electrical experiments (41). 

In some of the experiments an inclined lucite mirror was cemented 

directly to the aluminum plate. Its function was to measure the free-surface 

velocity of t he aluminum to permit impedance-match solutions to the final 

shocked sta~cs . (I). 

*Synthetic crystals supplied by Valpey Corporation. 
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ALUM I NUM 
PLATE 

SLIT 

(VAaJUM CHAMBER 
NOT SHOWN) 

TOP VIEW 

I NCll NED 
MI RRORS 

QUARTZ 

~ __________ ~~-ALUMINUM 
PLATE 

EXPLOSI VE 
LENS 

51·DE VIEW 

Fig.2.1 Diagram of experimental assembly 
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The angles of the inclined mirrors with respect to the quartz surfaces 

were measured after assembly by mounting the assembly on a mill table and 

observing with a telescope the superposition of a cross-hair and its image 

ref1ected alternately in the quartz and lucite surfaces. The angles could 

thus be measured to a precision of 0.1%. Some difficulty was encountered in 

keeping b e lucite mirrors extremely flat. It was necessary to allow angular 

deviations of up to ± one minute of arc. In each case this amounted to less 

than 1/2% of the total angle. 

In order to obtain the desired accuracy in shock velocity, ± 1%, 

good contE.ct (0.0002 inch) between the inside edge of the inclined mirror and 

the outer quartz surface was required. A contact such that no transmitted 

light was visible was considered satisfactory. 

In order to avoid complications due to air shocks the assembly was 

evacuated prior to firing to a pressure of less than 0.05 torr. A hemicylindri cal 

section o~ lucite tubing cemented to the aluminum plate served as a vacuum 

chamber. 

A photograph of an assembly, without explosive, prior to firi .ng is 

shown as Fi g. 2. 2. 

The assembly was viewed through a slit of a rotating mirror streak 

camera al~gned along the centers of the inclined mirrors ' in the direction of 

maximum inclination (i.e., the direction in which the mirror angles were 

previously measured). The slit width was 0.05 mm; the time resolution, 

determinec from the slit width and the camera writing speed (3.81 mm/~s), was 

approximately 0.01 ~s. 

rr.Jmination was provided by an explosive argon light source consisting 

of a 4-inch diameter, l8-inch long card~oard tube with a one-inch pad of 

com~ositicn C-3 explosive at one end. A ground glass diffusing screen was 

placed over the other end and argon was flowed through the tube continuously. 



14 

VACUUM CHAMBER LUCITE MIRRORS 

QUARTZ ALUMINUM DRIVER PLATE 

blll'IIJII'III'I'III'IIJ'I'III,!,III'III'II!'I'I'I'I'I'111111111111111111111111111111.11111111 

Fig. 2.2.--Photograph of Experimental Assembly 
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The light source explosive was initiated simultaneously with the plane wave 

lens of the experimental assembly; the resulting strongly luminuous shock in 

t he argon produced a bright reflection from the aluminized surfaces a few 

microseconds before the first arrival to be recorded in the quartz. 

A drawing of the complete arrangement as it appeared before firing is 

shown as Fi g. 2.3. 

An abrupt change in intensity of the light reflected from the aluminized 

surf aces of the assembly showed arrival times of the shock fronts and free 

surfaces upcn impact with the mirrors. 

A st~eak camera photograph taken in this manner is shown in Fig. 2.4. 

The two specimens in this shot were Z-cut; the upper one was liS-inch thick 

and the lower 1/4-inch thick. The final pressure was approximately 200 kbar. 

At ti me, TO ' the reflection from the rear (aluminized) face of the quartz 

extinguishes abruptly as the shock arrives at the quartz-aluminum interface. 

At time, Tl • the first shock arrives at the quartz free surface. The traces 

are relatively smooth until the change in slope caused by the arrival of the 

second shock at time T2; thereafter the traces are slightly irregular. ·A 

slight curvature to the trace of the first shock can be detected. This slowing 

up of the free-surface is due to stress-rel axation effects, as was poi.nted out 

by Wackerle( 15) . 

For reliable results the point of collision of the quartz free surface 

with the inside surface of the mirror must travel with supersonic velocity 

with respect to both quartz and lucite (non-jetting configuration). Consequently, 

the initial mirror angle must be less than approximately 

CL max = sin- l uf 
1..S 

wh ere uf is the quartz free-surface velocity and ~ is the larger of the two 

shock wave velocities in quartz and lucite. This criterion restricted the 

usable mirror angles to less than about 8°. 
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Fig. 2.3.--Diagram Showing Relation of Experimental 
Assembly, Light Source and Camera. 
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B. Data Re duction 

The shock velocities were determined from distances measured on the 

f ilm and the known writing speed of the camera. The velocity of the second 

shock requires corrections because of the motion of the free surface and 

because of the interaction of the second shock with the reflection of the 

first shock. The first of these is straightforward and a simple derivation 

gives: 
u = d + ufl(T2 - Tl) 
2 T2 - TO 

(2.11) 

where d is -.:he initial specimen thickness, ufl is the free-surface velocity 

due to the first shock, and TO' Tl , and T2 are the arrival times of the shock 

fronts as s r. own in Fig. 2.4. 

The correction due to the interaction -of the second shock with the 

reflection of the first requires knowledge of the state (and constitutive 

relation) of the quartz in the region between the two fronts and cannot be 

made unequivocally. However, the assumption that the material is stressed and 

relieved only elastically by the first wave leads to a large correction and 

unreasonably high compression for the state behind the second shock in shot 

No. 7394 .(Table II) The results from that shot are the most sensitive to this 

correction b2cause the second shock was relatively slow with respect to the 

first. For the other experiments the correction is smaller and does not 

appreciably affect the conclusions. 

It should be emphasized, however, that the result for shot 7394 implies 

that an irreversible change in the material properties occurs between the two 

shock fronts. This conclusion is consistent with the observed relaxation of 

the state of the first shock. It is not consistent with an ass ~mption of 

conventional elastic-plastic behavior. 

Because of the arbitrariness regarding the interaction correction the data 

are here reported without such a correction. The correction used by WACKERLE (15). 

is plausible, but does not significantly change the data of this paper. 
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Fig. 2.4.--Streak Camera Photograph Showing Shock 
Arrival Times and Free-Surface Traces. Shock No. 7394. 



Tuble II 

SID!.\IAIW OF EXPElUMENT"L DATA 

,-----r---_,__---.---,------y-------,----- --___ .. __ . ___ ,--_____________ . _ 

ArRIVAL TI~i ES fREE · SURFACE fIRST SHOCK SEOO'lD SHOCK 

PELLET ~-~--_+_-\'E-LOC~I-T-IE-S-f_--r_--_y_--,--___cr__--f_---.---_r--_,__--.- , _ _ --1 
SHOT EXPLOSIVE ORIENTA- nllCK-

NO. SYSTEM TIOO NESS 
( .... ) 

5648 P-40 lens X 6. 318 
(-) to (+) 

X 6.388 
(-) to (+) 

5801 P-40 X 6.388 
(+) to (-) 

Z 6.383 

Shock Particle S 
tl - to t2 - to u

t1 
Ut~ Velocity Velocity tress 

'" Vl Ul CTl 
(IL') (IL') (mm/}J-S) (mm/}J-S) ( .. m/p..s) (.,m/p..s) (kb) 

1.051 1.296 

1.015 1.308 

1. 019 1.320 

0.816 

0.692 1.62 

0.80'l 1. 62 

0.836 1.52 

1.02 

6.03 0.346 55. 5 

5.94 0.403 63.7 

5.92 0.418 65.7 

7.28 0. 508 98.4 

0.9426 

0.9320 

0. 9294 

0. 93(12 

Intern,l Shock Particle Stress 
En er gy Vel ocity V~ 1 0C ity ~ 

£1 - EO U2 U2 CT2) VO 
(cal/em) (mm/p..s) (mm/}J&) (kb 

----.;~ 

Internal 
.. :.)';:; 1'(;"( 

Z2 - EO 
(c21/g",j 

1---- --
14.3 5.05 0.810 117.0 0.2~95 86.6 

19.5 5.03 0.810 117 .4 O.[.;;SO 86.4 

20. 9 4. 99 0.158 110.1 O .C~1)3 75.6 ' 

30.!.! not ohs~rv~ 

5880 P-40 X 6.391 1.018 1.322 0.754 (1.66) 5.93 0.377 59..1 0. 9364 17. 0 
(+> to (-) 

4.97 (0 .828) 118.1 O. ~~~4 90. 5 

Initial state in Al 1.47 

5921 P-40 .. r 0.380 
1- Coop B (+) to (-) 

Y 6.347 

5920 P-40 .. X 6.391 
1- Coop B (-) to (+) 

Z 6.380 

6009 P-40 Y 6.358 
Z 6.388 

1.019 1.146 (0.186) 2.630 

1. 020 1.144 0.994 2. 56 

1. 069 1.139 (0.681) 2.63 

0.876 1.40 

1. 058 1. 363 0.819 1. 43 
0.893 1.12 

5.91 

6.22 

5. 98 

7.28 

6.01 

7.15 

0.393 

0.497 

0. 3,14 

0.698 

0. 410 
0.560 

(61. 8) (0 . 9335) 

tn.2 0.9201 

(54.6) (0. 9426) 

135.1 0. 9041 

65 .3 0. 9320 
106.6 0.9215 

18.5 

29.6 

14.1 

58.3 

20.0 
38.2 

5997 P-40 + 
~- Comp B 

Y 

Z 

Z 
Z 

6.360 1 .011 1.158 1 .03 3.00 6.29 0.515 86.2 0. 9180 58.5 

6.386 0.811 1.201 1.40 (2.63) 7.33 0.700 136.1 0.9046 34. 0 

7363 P-40 

1394 P-40 + 
I- Coo,p B 

7395 P-40 

Z 

Z 

Y 
Y 

6. 599 
3.396 

6.601 

3.411 

6.601 
3.399 

Iftiti.l den5it;. Po = 2.657 ga/c.' 

0.914 
0.469 

0.899 

OA-62 

1.088 
0.562 

1.824 

0.958 

1.336 

0.631 

1.448 
0.745 

( ) poiftt5 in parenth<s<s are le ss reliable 

1.04 

1.09 

1.27 

1.51 

0. 836 
0. 862 

1.58 
1.65 

2.32 

2.17 

1.60 
1.58 

7.22 

7.24 

1.35 

7.38 

6. 01 

6. 05 

0. 520 
0.545 

0. 635 

0.151 

0.418 
0. 431 

99.8 

104.8 

123. 6 

H7.6 

67.7 
69. 3 

0.9280 

0. 9247 

0. 9139 

0.5931 

0. 9308 
0. 9281 

32 .4 

35.5 

41.9 

67.7 

22 .2 
22 .2 

5.61 

5.66 

5.65 

4.85 

1.315 198.8 O.7J35 212 .0 

1 .281 199.0 0.7:33 205.6 

1.315 199.9 0.1.02 211.7 

not observed 

0.713 1103.7 10.(; :3-1 68.4 
not observed 

5.62 1.50 231.9 0.7m 311.9 

5.70 (1.32) (227 .2) (O.7f·:H ) 217.6 

4.14 
4.10 

5.36 

5.49 

4.71 
4.77 

0. 79 
0.82 

1.16 

1.23 

O. (l00 
0.190 

127.4 

133 .4 

195 .8 

215 .3 

114.9 
113. 9 

0.8s~a 102.2 

0.8519 113.6 

0.8124 193.9 

0. h·~5 211.2 

O. Em S 85.3 
0.8519 85 .5 

I 
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T~e free-surface ve lociti es were calculated from the measured slopes 

of the t~aces by means of the relation: 

tan a I uf = o-=.;:....:c..;.",---,,='----.,-

MF tan y I 
(2.12) 

where a l is the effective ang le of the inclined mirror Y/ith respect to the 

quartz s ~rface, yl is the ang le of the trace on the film with respect to the 

space ax~s, M is the magnification or ratio of distance on the film to the 

correspo!-:ding distance on the shot, and F is the writing sPeed of the camera. 

:he para~,~eters, ai, and yl, of th i s relation are not identical to their nominal 

val~es, ~ and y because of tilt of t he incident shock and s~: gr. t departures 

from orthogonality of the slit and sweep directions. The corrections are 

given by 

t an a l = tan a (1 + el/tan y) 

and 

tan yl = tan y sec 0 (1 - tan y tan 0) 

where a i s the angle of the inclined mirror with respect to the quar Mz surface, 

el is the angle of shock tilt as measured on the film, Q is the angle of the 

s l it wib respect to the normal to the sweep direction, and y is the angle of 

the trac2 with respect to the slit direction (Fig. 2.5). 

Ee observed shock wave velocities and associ ated fr~e-surface 

v21ociti2s are given in Table II,along with the initial concitions for each 

experime~t and other quantities derived from the measured v210cities. 

T~e experimental precision, based on assembly tolerances, camera 

rcsol~tiJn, and film re~ ding errors is estimated to be ±l% in shock 

ve~ocity and ±5%.in free-surface velocity. Most of the error in free-

surface velocity is due to uncertainty in reading the angle yl (±l 0). 
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c. Experi~ental Results 

The observed shock velocities are plotted as functions of the shock 

particle vel ocities (taken to be one half the free-surface ve l ocities) in 

Fig.2.6. Dc.:a by WACKERLE (15) and GREGSON (42) are also sho\lm. The 

data of Wackerle are his "average" values, shown for comparisc n because they 

were deter~ined on the same basis as the present results. The solid curves 

are predic·.:ed from finite strain theory,tobediscussedinSection2~33. 

The agreement among the experimental data is seen to be generally 

satisfactory. The only significant disagreement occurs for Z-cut crystals 

at a particle velocity of 1.23 mm/~s. The source of this disc~epancy is 

unknO\<Jn . A shot fired by Gregson to remeasure this state agrees better with 

the present data*. However, if the present data are correct (rather than 

Wackerle1s ) some anomalous behavior is noted in the pressure-volume plane, 

as disCUSSGd below. 

The stress-compression states were caiculate'd from the measured 

velocities by means of the Rankine-Hugoniot jump conditions (1): 

ur - Uo 
VIVO = 1 - -;-;-U'--~ 

I - Uo 

In ·~h ese equations, V is specific volume, u is partic-Ie velocity, 

U is shock velocity, cr is stress normal to the shock front, and p is 

density. Subscripts 0 refer to the state ahead of the shock; subscripts I 

refer to Le state behind the shock. Velocities are with respect to 

lc:boratory coordinates. Figs. 2.7, 2.8, and 2.9 ·sho:wtheresultsinth-estress, 

specific-vJlt..;me plane for X, Y, and Z crystals respectively. Bridgman1s 

*Shown in ?i g. 2 9 . . 
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Fig. 2.6.--Shock Velocity as Function of Parti~le 
Velocity. Curves labelled 3rd, 4th, are fits based on zero­
pressure elastic constants up to 3rd and 4th order respec­
tively for X and Z-cut crystals. 
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Fig. 2.7.--Stress-Volume States Resulting From Shock 
Compression of X-cut Quartz. Solid curve is Bridgman's 
Hydrostatic Data. Curves Labelled 3rd, 4th, are fits 
based on zero-pressure elastic constants to 3rd and 4th 
order. 
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Fig. 2.9.--Stress-Volume States Resulting From Shock 
Compression of Z-cut Quartz. Solid curve is Bridgman's 
Hydrostatic Data. Curves labelled 3rd, 4th, are fits based 
on zero-pressure elastic constants to 3rd and 4th order. 
The curve labelled X represents the tangential stresses, 
calculated from constants up to and including 3rd order. 



27 

hydrostatic curve based on measurements to 98 kbar is shown for comparison 

(43). The curves labelled 3rd, 4th, are fits based on low 

pressure acoustic measurements and finite elastic strain theory (Section 2.33). 

name ly: 

Tr.ese plots show clearly the important features of the compression, 

(1) extremely high amplitude elastic waves, up to 150 kbar 

in Z-cut quartz 

(2) loss of rigidity above the elastic limit, as shown by 

the agreement of the higher pressure shock data with 

extrapolation of the hydrostatic data 

(~) lack of a unique value for the Hugoniot elastic limit. 

T~is behavior implies that yielding is not due to dislocation motion 

as in a ~2tal, but is analogous (or identical) to fracture. It is shown 

below th~t the shear stresses behind the elas:ic shocks approach the theo­

reti ca 1 snear strength of the crys ta 1 1 at ·~i ce. 

T~2 range of the present data is not sufficient to show clearly the 

transformation to stishovite, as indicated by Wackerle's higher pressure 

rr.easuremf;nts. 

2.33 Finite Strain Theory 

Because the strains behind the elastic shocks are relatively large, 

it is of interest to examine the agreement of the data with predictions of 

finite s~rain theory. Predictions are made possible by the work of 

THURSTON (40) and McSKIMIN (39) and thei r co-workers on the thi rd-order 

elastic constants of quartz. Such comparisons should indicate the extent 

to which third-order constants are sufficient to describe the stress-strain 

behavior at strains of the order C7 5 - 10%. The constants are determined 

from precise acoustic measurements at strains of less than 0.1%. ANDERSON (44) 
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has already shown that the second and third-order constants alone give 

reasonably good predictions for hydrostatic compressions of up to about 

15% in quartz, provided the constants are used in the Murnaghan logarithmic 

equation or the Birch equation of state. 

Di sc:-epanci es between the observed and predi cted stress -s trai n 

curves can ~c used alternatively to evaluate fourth and higher order con-

stants, or -::0 examine the effects of adopting alternate defini'cions of 

strain, as suggested by KNOPOFF (45). Finally, to the extent that the 

third-order constants give adequate prediction~ the stresses tangential to 

the shock fronts can be calculated from the observed stresses ;-;ormal to the 

fronts ' and, hence, the shear ,stresses sustained (momentarily) by the crystal 

can be deduced. 

A. Finite Strain Fundamentals* 

Denote the coordinates of a mass element in an initial (unstrained) 

coordinate system by ai, and the coordinates in a final (strained) system 

by Xi' with the transformation given by, 

where (2.13) 

and to is a reference time. ' The Xi are thus Eulerian, or spatial, coordinates 

and the ai Lagrangian, or material, coordinates. 

For this transformation one can derive an expression for the ratio of 

specific volumes: 
aXi 

VIVO = J = ;:;--a 
a S 

*This section is a summary of portions of the theory as presented by 
THURSTON (46) • 

(2.14) 
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J is thus the determinant of the Jacob i an of the transformation, or the 

IIfuncti onal determi nant. II 

The strain, Njk' is defined, somewhat arbitrarily, from the difference 

in the squares of the lengths of line elements by: 

2N
J
' k da. da k = dx. dx. - da. da. 

J "" 

Here and in the following the Einstein summation conven"tion for 

repeated subscripts applies. 0jk is the Kronecker delta. 

Expanding the internal (strain) energy iry a power series in the 

strains, one obtains (at constant entropy): 

(2.15) 

(2.16) 

In t his expression the c~ ' k ... , represent the second and higher 
lJ 

order isentropic elastic stiffness coefficients. The first-order term is 

missing since the reference state is considered to be one of zero stress and 

strain. 

We now define quantities, called thermodynamic tensions, by 

In terms of these quantities the elastic constants are 

s c .. 
, J kl 

(2.17) 
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and similar:y for the higher order coefficients. Consequently, 

Po dE = t ij dN ij (dS = 0) 

Fina1ly, the equilibrium (non-dissipative) components of the stress 

are obtained from the thermodynamic tens i c.~ .j the relations, 

(2.18) 

The above formul as prov; c!e ~ ~ 2'~::~op i c constituti ve re lati ons in tenns of 

the elastic stiffness coefficients. Other forms of constitutive relations 

can, of course, be derived in a similar fashion. 

Low pressure acoustic measurements yield a mixed third-order constant 

of the fonn: 
a ciJ" km 

C = ( ) ijkmpq aNpq T 

where the subscript T means the derivative is taken at constant temperature. 

The corresponding purely isentropic constant is given by: 
acS "k 

s = ( / ) s [C ( 1 J m) ] C;jkmpq C;jkmpq + T Po Ct Ckmpq a uv ijkmrs a rs - aT t 

where Ct is the specific heat at constant tension and the CL
UV 

are thennal 

expansio~ ccefficients t 

In view of the symmetry of the stress and strain tensors t the number 

of subscripts can be reduced by adopting the following convention: 

11 -+ 1 '32 -+ 4 

22 -+ 2 31 -+ 5 

33 -+ 3 21 -+ 6 

This convention is employed in the following. 

(2.19) 
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B. Application to Uniaxial Strain in Quartz 

We assume the deformation to occur in the X direction only. The 

coordinate transformation is accordingly, 

x = (1 - y) a, 1 I 

Formulas (2.14)::,rJugn(2.18) then give: 

J = V/\~ = 1 - y. 

Nl = y('(/2 - 1) 

Po[E - Eo] = 1/2 cl1 N12 + 1/6 cll1 N1
3 + 1/24 c1111 N14 + . 

tk = cl k Nl + 1/2 cllk N12 + 1/6 c111k N1
3 + ... (k = 1, 2 ... 6) 

or writing out the components: 

tl cll N, + 1/2 . 2 1/6 cll11 
N 3 + = cll , N1 + , . 

t = c'2 N, 
2 

2 + '/2 c112 N, + 

t3 = c'3 N, 
2 

+ '/2 c"3 N, + 

t4 = c14 Nl + '/2 2 c114 N, + 

t5 = c15 N, + '/2 2 cllS Nl + 

t6 = c16 Nl + 1/2 c1l6 
N 2 + 
1 
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The stress components are then: 

(2.20) 

For alpha quartz compressed in the X-direction the above formulas are correct 

as they stc:.:1d. For ·compression in other directions the proper translation 

of subscri~ts must, of course, be made to indicate the correct constants. 

The above formulas have been applied to uniaxial compression of X 

and Z-cut ~uartz, using the second and third order constants determined by 

McSKIMIN, E:t 21.(39) and THURSTON, et 21· (40). 

stants are shown in Table III. 

Values of these con-

The res ulti ng curves are plotted in Figs. 2.6, 2.7 and 2.9. The values of 

shock velocity, Us and particle velocity, up' of Fig. 2.6 wereobtainedfrorn 

the Hugonict relations: 

and 

The predictions are seen to fall outside the estimated error of the 

shock dai:a, i ndi cating that the fourth-order term contributes si gni fi cantly 

to t he energy (and the stress) at larger values of strain. Al though it might 

be thought that the discrepancy is due in part to· the use of isentropic 

second-ord~~ moduli and mixed isentropic-isothermal third-order modu~~ to 

predict Husoniot states, for which internal energy is greater than for 

isentropi c comp·ressi on, a strai ghtforward cal cul at; on shows tr.at the errors 
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TABLE III 

Elastic Moduli of Quartz* 

Value 
Modul us (l 011 dyne/ cm2 ) REference 

2nd-order 
cll** 8.757 ( 39) 

c12 0.704 II 

c1 3 1. 191 II 

c14 -1. 804 II 

c33 10.575 II 

3rd-order 

cll1 -21.0 ( 40) 

c1l2 -34.5 II 

cll 3 1.2 II 

c1l4 -16.3 II 

c133 -31.2 II 

c333 -81.5 II 

4th-order 

cllll 1705 Pres en"'.: Work 

c3333 1849 I: 

*T:'e second-order constants are isentropic, the third-order 
a're mi xed i sotherma 1, i sentropi c cons tants, and the fourth­
o:"'der are Hugoniot constants, (see text). 

**T!':e cll constant used is appropri ate for open ci rcui -c com­
pressl0n, i.e., at constant electric displacement, D. 
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thus producej are negligible. 

The ri~fferences between the purely isentropic third-orde~ moduli and 

the mixed mc.:iuli given in Table II]:an be calculated 7"rorn Eq. (2.19) 

The t2mperature co~fficients of expansion, as given by MASON (47) 

are: 

~ 7 10-6 6 el3 - .8 x , ell = el2 = 14.3 x 10-

ar,d the expr2ssion, due to Westrum, reported by McSKIMIN (39) for the 

specific hea~ is: 

where 

taking 

e = 5.327 x 10-2 erg/gOK 
3 

aeS 

and estimating ( o ~3) from 'McSkimin's data taken at 25°C and -195.8°C to be 
,j , 

of the order of -1 x 108 dyne/cm2 °K ' we find the d~ffe~ence given by Eq. (2.19) 

'for the ' c333 constant, for example, to be of the order of 5 x ::3 dyne/cm2. 
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This is fo ur orders of magnitude less than c333. Hence, although the above 

ca l culation is hardly accurate for the cases under consideration, only 

pathological behavior of some of the thermodynamic variables, a, Cp or 
acs 

( a ~3) COJld significantly influence the results. 

The difference between Hugoniot and isentropic compressions can also 

be shown tJ be negligible. For compression in the Z direction to a relative 

volume of J .9 the strain energy given by Eq.(2.16)to terms of third-order 

is 2.5 x ~J 9 erg/gm. The i nternal energy on the Hugoniot is 2.8 x 109 erg/gm. 

* Taking Gru 2isen IS ratio, r, to be approximately 1 , the stress difference 

due to thi~ difference in thermal energy is less than 1 kbar--very much less 

t han the cJserved stress difference, and within the experiment al scatter. 

C. Fourth-Order Constants 

The discrepancies between the observed data and the pr2dictions based 

on low pressure data can be used to evaluate fourth-order coef ficients. This 

was done for X and Z-cut crystals to yield the values of c111 1 and c3233 shown 

in Table I! . The procedure followed was to fit differences between the data 

and the t hi rd-order predictions with a straight line. Because of the large 

differences in pressure range and experimental precision, this method proved 

to give an adequate fit to both the high and low pressure data. No adjust-

ment of the second or third-order constants was necessary. 

The fits obtained using the constants up to fourth-order are shown in 
:L';. .!J.. 

Figs. 6, 7, and 9. Note that for X-cut crystals the slope of the curve in 

the shock velocity-particle-ve1ocity plane (Fig . .1·6) is always negative when 

constants only up to and including third-order are used. This would imply 

*AfliuERSON ,(44) gives a value of 0.746 for hydrostatic COlT;;)Y'2ssion. Calcu­
lated fo r tne individual components with the assumption Cp = Cv gives 
r ll = r22 = 1.17; r33 = 0.53. 
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that a shock wave in this direction ;s unstable and spreads as it 'travels . 

~.Jith the a~dition of the fourth,:",order constant, however, the slope is always 

slightly positive. Thus, the addition of the fourth-order term results in a 

qualitative difference in predicted behavior. 

The Us - Up plot for Z-cut crystals is nearly a straight line; hOvie ver 

it is easi:y shown t hat a straigh t line does not accurateiy f i t the slope at 

zero particle velocity. Thus the straight line relation often assumed in 

shock stud~es is only an apP :Aoximation for quartz shocked in either the X or 

Z di recti or. . 

It ~s also easily shown that the Murnaghan form of equation of state, 

when fittec to the correct slope and curnture of the (J - V curve, (utili.zing 

second and third-order constants), does not accurately fit the higher pressure 

data and is therefore an approxiQation only. 

These statements can be illustrated by examining the deTivatives of 

each funct~on. Expanding the relation for (J, in Eq. 2.20 in terms of y 

yields: 

c c 
(J = cll y[l - 1/2 (3 + c111)y + 1/6 (3 + 6 ~}y2 + ... J 

11 cll 

A linear r~lation between shock and particle velocity of the form 

can be wri:ten, by means of the Rankine-Hugoniot jump condi.tions, as 

a2 y 
(J = Po (1 - by)2 

where Po is initial density, and can be expanded to give 

(2.21) 

(2.22) 
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Finally, the one-dimensional-strain analogue of the Murnaghan equation 

A B cr = B [(Va/V) - lJ 

can be expanded to give 

cr = A y[l + 1/2 (B + l)y + 1/6 (B + l)(B + 2)i + ... J 

Equating the derivatives up to second-order. we have 

cll = Po a2 = A (1st order) 

-(3 + C;l1 ) = 4b = (B + 1) (2nd order) cll . 

Evaluating t :-. e parameters A, b, and B from these equations gives 

Z-cut: 

b=-0.15 

B = 1.6 

b=l.l77 

B = 3.71 

c33 = 10.575 x lOll 

(2.23) 

With these values all three expressions have the same slope and curvature at 

zero stress. The predicted stresses for various compressions are shown in 

Table IV. 

That :he closed form expressions are approximate is hardly surprising 

inasr.ll..!ch as '~hey are both empirical with no known physical basis. Their 

value is tha ·~ they both are two-parameter functions that have pr,ysically 

reasonable s :1 apes, and they are therefore convenient for interpolation and 

extrapolation when experimental information ;s lacking. 
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Kno~Jff's suggestion that, because of the arbitrariness in t he 

cefinition of strain, aiternative definitions may prove more suitable for 

representi;;9 cons ti tl.!ti ve rc 1 ati ons woul d seem to be I;lOrthy of further 

consideraLon. However, some guidance from physicai reasonin£ is necessary 

to provide any degree of generality to a given definition . 

TABLE IV 

Stress- Kba r 

x II z 
VIVO i 

Li nea!" Finite 
I 

L i r.2a r ~. ;.L. .... 

I 
I 1 r. I l.C 

I 
~ o ;.;!"naghar. u_ - U Strain rlturnaghan 

I Us - Up St rai n 
~ p 

I , 

0.99 8.6 8.8 I 8.7 I 10.7 I l C.8 10.8 

0.98 I 17.2 17.5 I 17 .5 I 21.8 22.2 22.3 I 
0.97 I 25.8 26.3 26.5 32.0 34.0 3~· .5 

0.96 34.4 35 .0 35.9 47.1 46.5 ~ 7 .6 
I : 

0.95 ~·2. 7 43.7 45.7 60.3 59.7 61.6 
I 

I 
I 

76.5 0.94 51.2 52.5 I 56.1 73.9 73.5 
I I 

0.93 59.0 I 61.3 67.1 87.9 88.0 92.6 
! 

0.92 67.9 70.0 78.9 103.4 10::'.0 109.7 

0.91 76.2 78.8 91.4 I 119. :=; 119.0 127.9 

0.90 84.4 
I 

87.6 104.7 136.4 13S .8 147.3 
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2.34 Conclusions 

The b~havior of quartz under shock loading conditions is very much 

di77erent fr0m that of metals, as was pointed out by Wackerle. The elastic 

precursor waves are an" or~2r of magnitude higher and, corresponding~y, so 

are the shec. ~~ stresses. The curve labelled X in Jilig. 2.9 is the stress CCr:i ­

ponent (base~ on constants to third-order) parallel to the shoc ~ front when 

the shock prJ~agates in the Z direction. The maximum stress di~ference is 

seen to exce2d 100 kbar. This is of the same order of magnitude as the 

effective sr.2ar modulus; consequently, it appears that quartz ~omentarily 

exhibits the~retical yield strength under dynamic conditions. 

That :ohesion of the material is destroyed U~Qn yielding is indicated 

by the close agreement of the second shocked states with 3ridgm:n ' s hydro­

static data. There is no indication of a residual shear stress, in contrast 

to the case for metals (49). 

The ~~onounced stress relaxation shown by the observed variation in 

amplitude of the elastic waves and the apparent dependence on t~e final 

pressure is quantitatively larger than for metals, although similar quali­

tatively. 

Evidently shock wave methods provide a valuable supplement to low 

pressure acc~stic measurements in determining higher order elastic constants, 

at least for ceramic type materials which sustain large amplitude elastic 

waves. Shoc~ waves are inherently more suitable for hi~her pressure 

measurements than are acoustic methods, but are less suitable for the high 

precision, ~ ow pressure measurements required to evaluate second-order con­

stants. To what extent shock wave techniques are capable of measuring 

coefficients other than the principal coefficients, i.e., those directions 

for which t~ c elastic wave is purely longitudinal, requires additional study. 



III. PHASE TRANSITIONS 

3.1 Introduction 

Solid-solid phase transitions are classified as first 

order if a volume discontinuity exists at constant temperature 

and as second or higher order if discontinuities exist only in 

various thermodynamic derivatives. We are concerned here only 

with first order changes. If such a change occurs reversibly, 

the transition region is characterized by the equality of the 

Gibbs energies of the two phases. This leads to the Clausius­

Clapeyron equation which relates changes in pressure and tem­

perature in the mixed-phase region: 

dp/dT = llS/llv (3.1) 

The consequences of this relation to shock wave propa­

gation have been developed in some detail in Reference (7). One 

of the important results is a relation between dp/dT and the 

slope of the Hugoniot in the coexistence region (8): 

(dp/dT)2 + A(dp/dT) + B = 0 (3.2) 

where 

A = 20'1/SM- Sl) 

B = - Cpl/TV1(~M-~1) 

~M = - (l/v) (dv/dp)M = Hugoniot 

compressibility in mixed phase 

41 
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~l = isothermal compressibility 

al = volume expansion coefficient at 

constant pressure 

= specific heat at constant pressure 

Subscript "1" denotes evaluation in phase one 

at the phase boundary. 

Measurements made on bismuth, iron and quartz allow 

dp/dT to be estimated from Eq. ( ::·.2). Results are entered in 

Table V where static values are also given for comparison. 

Values of al and Cpl at atmospheric pressure and room tempera­

ture were used in the estimates, and ~l was estimated from 

shock measurements. 

TABLE V 

The Coefficient dp/dT from Static and 
Shock \' ave Experiments 

Sample 
Type of Experiment 

Bismuth Iron 

Static measurements -.05 (9)* - .065 (l0)* 

Quartz 

.018 (11)* 

Shock wave measurements 
(calculated from 

Eq. (3.2» -.067 :r-.OLJ.s(7)k -.29 ±.115(7f'r .225 (7)* 

*Refer to sources in "Literature Cited." 

From the table it is apparent that shock wave data for iron and 

quartz do not agree with those of static experiments. The 

errors in shock measurements shown in the table are estimated 

upper bounds based on errors in measurements of ~M. Therefore 
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it is very difficult to attribute the discrepancies for iron and 

quartz to experimental errors in determining the slope of the 

Hugoniot at the phase boundary. 

for the discrepancies are: 

Conceivable reasons 

1. Inaccuracies in thermodynamic data (a l and Cpl) at 

high pressures. Values used in the preceding table 

are those at atmospheric pressures. 

2. The experimental Hugoniot curve in the coexistence 

region is not at equilibrium. There may be some non-

equilibrium rate-dependent effects influencing the 

measurements. 

In order to explain the discrepancies of Table II, 

either of the coefficients al or Cpl must exhibit a two- to 

four-fold difference between its value at high pressure and that 

at atmospheric pressure. Information for estimating such dif­

ferences is not generally available. Measurements by Bridgman 

below 20 kb show changes of not more than 20 per cent (12). It 

seems unlikely that changes of the required magnitude will occur 

at these higher pressures. 

If there exist rate dependent effects in phase transition, 

we should be able to observe other dynamic evidence in wave prop­

agation. For example, if the phase transition exhibits a relax-

ation process, then we expect a decay of the first shock wave 

with travel distance. This arises because the delay in transi­

tion allows a mass in the first phase to momentarily support a 

higher pressure than its transition pressure; i.e., the mass 

exists in the extended metastable region (Fig. 3.1). This is 

similar to stress relaxation of an elastic precursor. 
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:---- Extended region 
for phase 1 

Extended region 
for phase 2 

T = constant 

Fig. 3.1~-Extended Metastable Region 
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There are two experimental observations of the decay of 

the first wave for iron (13,1"4). 

For a-quartz Wackerle (15) did not observe a two-wave 

structure corresponding to the stishovite transformation. This 

may indicate that the transition is neither rapid nor complete. 

In order to study transient effects in shock wave prop­

agation, we must solve the flow equations. In Lagrange coordi­

nates for plane, one-dimensional, time-dependent flow these are: 

1. Newton's second law 

= 

where h = Lagrangian space coordinate 

t = time 

Po = initial density = 

q = viscous stress 

(3.3) 

Introduction of q makes the flow continuous through 

the shock front and the jump conditions unnecessary. 

2. Continuity equation 

po(~v/~t) - ~u/~h = 0 (3.4) 

3. Energy conservation 

aE/ot + (p+q) (ov/at) = 0 (3.5) 

4. Constitutive relation 

In order to solve the above ditferential equations in 

tour independent variables (p, v, u, E), constitutive 

relations are required. Ignoring sOlid rigiaity, which 
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should play a secondary role in the problems considered 

here, these will consist of an equation of state, p = 

P(v,E), an expression for q, and, in the mixed phase, 

a statement of the kinetics of transition. 

3.2 General Constitutive Relations 
for Two-Phase Flow 

We assume the following conditions to apply in a small 

mass element 'vhen both phases coexist: 

1. Equal pressure exists in both phases. 

2. Temperatures of the two phases are equal, i. e., the 
heat released by the transition is instantly re­
distributed. 

3. Particle velocities are the same for each phase. 

4. No surface energy is associated with the interface 
between the two phases. 

5. No heat is transferred between mass elements by 
conduction. 

Conditions 1 and 3 insure that Eqs. (3.3)-(3.5) apply 

for the coexistence region as well as for a single phase. The 

only change needed is a reinterpretation of v and E. This can 

be done as follows: 

Regardless of phase transition, the total mass of a 

given Lagrangian volume is conserved. Therefore, if 

we denote by v the total specific volume of the mix­

ture of two phases, then from condition 3 above, v 

satisfies Eq. (3.4) on p. 3.4. But the variable v must 

also satisfy the following relation in the coexistence 

region: 

v(p,T) = (3.6) 
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where ~ is defined as the mass fraction of the second 

phase and vi is specific volume of the i-th phase at 

p and T. 

Conditions 4 and 5 imply that the total internal energy 

of a mass element is the sum of the internal energies of the two 

phases: 

(3.7) 

where E. is specific internal energy of the i-th phase 
~ 

at p and T. 

In order to obtain a suitable constitutive relation when 

the phase transition has a finite reaction rate, we assume first 

that the p,v,E surfaces in each phase can be extended smoothly 

into metastable regions overlapping the equilibrium region of 

mixed phase, as in Fig. 3.1. 

Then we have the following functional forms: 

vI = vl(p,T) 

Vz = vZ(p,T) 

El = E1(p,T) 

EZ = EZ(p,T) • (3.8) 

Then from Eqs. (3.6) and (3.7) we have 

(3.9) 

dE = (1-~)dEI + ~dEZ + (Ez-El)da. (3.10) 

From Eq. (3.8): 

= (3.11) 

i = 1 or 2. 
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~.;rith E a function of T and p we have: 

dE. = 
~ 

= (Cpi - P(oVi/oT)p)dT - (T(ovi/oT)p + p(ovi/oP)T)dp 
(3.12) 

i = 1 or 2 

where Cpi = specific heat of i-th phase at constant pressure. 

Substituting (3.11) and (3.12) into (3.9) and (3.10), we get 

where 

and 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

L2 = -(I-a) (T(nv1/oT)p + p(ov1/oP)T) 

- a (T(OV2/~T)p + P(ov2/oP)T) (3.18) 

m2 = (I-a) (Cp1 - P(~v1/oT)p) + a(Cp2 P(ov2/oT)p) 
(3.19) 

n2 = E 2 - E 1 (3.20) 

cE = -(p+q)dv from Eq. (3.5). (3.21) 

Therefore, in principle, (3.13) and (3.14) can be solved for dp 

and dT if da is given. 

Now we assume the following relaxation 
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relation whose derivation is the subject of the next section, 
) 

d~ = f(v,T,a)dt. (3.22) 

Then substituting Eqs. (3.21) and (3.22) into (3.13) and (3.14) 

and solving for dp and dT, we get 

dp = FIG (3.23) 

dT = -MIG (3.24 ) 

where 

F = L m2 + ml (p-+q~dv + (ml n2-m2nl ) f(v,T,~)dt 

M = [.1.2 + .1.1 (p+q~dv + (.tln2-.l.2nl) f(v,T,~)dt 

G = .t l m2 - ml .l. 2 

In Eq. (3.8) it is assumed that ~ and E2 are known 

functions of p and T. These can be calculated by integrating Eq. 

(3.12) 

l. 

2. 

Then 

where 

along two paths, provided specific heats are known: 

Integrate over T at p = 0 

Integrate over p at constant temperature, T. 

Q = 

i = 

= 

iJ.0 + ST 0 - JP Qdp (3.25) E. = CpidT 1 0 0 

l, 2 

specific internal energy at absolute zero 
Kelvin and p = 0 (this is zero-point energy), 
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and 

= specific heat capacity at zero pressure. 

In summary, the generalized constitutive relations now 

consist of: 

1. Equations of state 

v. 
1 

= 

2. Specific heat capacities 

3. Zero-point energy difference 

Eoo EOO 
1 - 2 

4. Relaxation relation 

da/dt = f(v,T,a) 

5. Artificial viscosity, q. 

To complete the above description we must find a relaxation 

relation and an expression for q. 

3.3 Irreversible Thermodynamics and 
Phase Relaxation 

This section is concerned with the mechanism of phase 

transformations in the solid state. It should be possible to 

describe the mechanism of phase change in solids in terms of 

interatomic forces by use of kinetic theory. Actually, because 

of the problem's complexity, no such quantitative description 

has been achieved. However, very successful phenomenological 

theories for the kinetics of phase change have been devel-

oped (16,17,18,19). Such theories are of two kinds, known as 
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nucleation and growth processes and martensitic transtormations. 

This nomenclature is rather unfortunate, as pointed out by 

Christian,because growth trom nuclei alSO occurs auring mar­

tensitic reactions. 

In nucleation and growth processes a new phase grows 

from critical nuclei at the expense of the old phase. The re­

action proceeds to completion by a slow migration of the inter­

phase boundary, the velocity of which varies markedly with tem­

perature. Most atoms have different neighbors in a new phase. 

On the other hand in martensitic transformation the reaction 

takes place by coordinated atom movements (e.g., shear-like), 

and atoms have the same neighbors after transformation. The 

latter is often observed in rapid cooling of alloys. 

The basic model for describing nucleation and growth 

phenomena is based on the following conditions: 

1. Steady state reaction 

2. Isothermal and isobaric process 

3. Thermal fluctuations as driving force 

4. Boltzman's law for the relative probability of 

different energy states. 

The expression of this theory is: 

1. Nucleation 

I (nucleation frequency)a exp(-6G*/kT) 

where 6G* is defined to be the critical net free 

energy change on forming the nucleus of the new 

phase. 



52 

2. Growth 

There are many expressions for the growth law. An 

often used form is: 

x = 1 - exp(-ktn) 

where x = the volume fraction transformed 

k = a complicated function of the nucleation 
frequency I 

t = time 

n = constant of magnitude 3 to 4. 

The principal difficulties in applying this model to the shock-

induced transition are the conditions imposed in deriving the 

rate equation. In a shock front the situation is neither iso­

thermal nor isobaric, nor is it steady state. 

A description of the nucleation of martensitic trans-

formation is given (20) for an athermal case (e.g., quenching), 

but the result is less conclusive than that for a nucleation 

and growth process. This transformation has a negligible free 

energy barrier (21) and proceeds very rapidly to completion. 

Therefore at present the quantitative information obtained is 

mainly concerned with the amount of transformation with respect 

to the cooling rate but not with time. 

It is tempting to use the martensitic transformation in 

describing shock-induced transformations because of its high 

speed. There are some who suggest the martensitic transition 

for iron (a ~ €) in shocks (22,23). However, a quantitative 

description of the rate equation is not yet available for inclu­

sion in the constitutive relations. 
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As more and better data on shock-induced transition be-

come available, it will become important to develop some of the 

above models to describe the kinetics of phase transformation in 

shock waves. At present it is barely established that rate 

effects in shock-induced transformation exist, and we seek no 

more than a qualitative description of the effects of kinetics 

on the wave structure and some rough numbers for the magnitude 

of the reaction rate involved in the observed processes. 

To this end we select a quite different approach, which 

is in some sense better founded, though formally limited to 

small deviations from equilibrium, in irreversible thermodyna­

mics. In this approach there exist none of the conditions im­

posed in the above models, and it suggests a simple relaxation 

law for the transformation. 

da/dt = (3.26) 

where 
eq 

a = equilibrium value of a, or a completely 
relaxed value 

T = relaxation time. 

The derivation of the above relation from irreversible thermo-

dynamics follows. 

When a solid-solid transition occurs reversibly (or in 

equilibrium) by adiabatic compression, the entropy of a given 

system is constant and the process is called isentropic. If the 

transition is not reversible, the entropy will increase. How­

ever, ordinary thermodynamics does not give the precise amount 
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of increase; rather, it tells only the direction of increase: 

ds ~o 
irreversible 

Basically, the idea of irreversible thermodynamics is to 

replace the inequality by an equality so that we can determine 

the increase of entropy caused by irreversible processes. 

To establish the desired equality we assume that, al­

though the total system is not in equilibrium, there exists 

within a small mass element a state of local equilibrium for 

which the total entropy change per unit mass, ds, is expressed 

by the Gibb's relation (24). 

where 

Tds = de + pdv -
n 
\ " ~.da. L 1 1 

i=l 

~. = partial specific Gibb's function 
1 

ai = mass fraction of the i-th component. 

(3.27) 

This means, for the case of a single-component phase transition, 

that when two phases are not in equilibrium with one another, we 

interpret them as if they are two different components with dif­

ferent specific Gibb's functions and each is in local equilibrium 

satisfying Eq. (3.27). 

There is an additional constraint on Eq. (3.27) for a 

single-component system from total mass conservation. Since 

the total mass is constant: 

= o. (3.28) 
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We redefine a2 = a, al = 1 - a and use a hereafter as the sole 

reaction variable. Then from Eqs. (3.27) and (3.28) we get: 

(3.29) 

So far we have been looking at an isolated element of 

mass. But if we assume that this mass element is part of a 

continuous medium which is in a state of non-uniform stress, 

strain and motion, then the variables e and v must satisfy the 

energy and mass conservation equations, (3.4) and (3.5). Sub­

stituting these equations into Eq. (3.29) we get: 

T(ds/dt). 1rrev. = (3.30) 

We assume no heat to be deposited from the outside, so the 

entropy change is entirely due to the internal irreversible 

process. It should be noted that the Lagrangian derivative used 

in Eqs. (3.4) and (3.5) is identical to the convective deriva-

tive implied in Eq. (3.30). If we look closely at Eq. (3.30), 

we can see the sources of irreversibility. These are a chemical 

affinity (~2-~1)' (25), and a velocity gradient. These quan­

tities are called "forces" in irreversible thermodynamics and are 

denoted by Xi (i=1,2 ... ). The phenomena caused by these forces, 

such as phase changes, are called "fluxes" and are described by 

J i (i=l,2 ... ). Then Eq. (3.30) becomes: 

2 

T(ds/dT)irrev. = I 
i=l 

where 

J.X. 
1 1 

(3.31) 

(3.32) 

(3.33) 
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J 1 = qv ( 3 .34) 

J 2 = dQ'/dt. (3.35) 

There is some arbitrariness in the choice of terms for forces 

and fluxes. The above choice is taken from Hirschfelder 

et ale (26). Another possible combination is: 

X2 = -(~2-~1) 

J l = (\U/~x 

J 2 = dQ'/ dt . 

vlhen the irreversible entropy change is expressed ,in 

terms of forces and fluxes, there are two basic assumptions made. 

The first is called the linear phenomenological law and the 

second the Onsager reciprocal relation: 

1. Phenomenological law 

J. 
1. 

n 

I g .. x. 
1.] .J 

j=l 

lvhere g.. are constant. 
1.J 

2. Onsager's reciprocal relation 

g .. 
1.J 

Then from Eqs. (3.32) through (3.35): 

where g'12 = g 21 . 

(3.36) 

(3.37) 

(3.38) 

(3.39) 
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Furthermore, from Eqs. (3.36) and (3.37) we get: 

T(ds/dt). 1.rrev. = 

The second law of thermodynamics requires that the left-hand 

side is always positive or zero, so we must have the following 

relations for the constants gij: 

0, o 

But this is all we get from thermodynamics; it will not give us 

the magnitudes of the coefficients, because they are character-

istic numbers which depend upon materials. A complete under­

standing of the reaction mechanisms would provide a foundation 

for calculating the g ... For the present we assume the reaction 
1.J 

rate to be independent of shear stress and set g12 = O. gIl and 

g22 are chosen from available data and for computational con­

venience, respectively. Then Eqs. (3.38) and (3.39) reduce to: 

(3.40) 

q = g22(1/v)(cu/~x). (3.41) 

Since we know the chemical affinity (~2-~1) is zero at 

the equilibrium state, we can find the equilibrium value a
eq 

of 

a as a function of two independent thermodynamic parameters. 

For example: 

eq 
a = 

eq 
a (v, T). 
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Then for a small deviation from equilibrium, we can expand the 

affinity in a Taylor's series: 
eq 

eq ~(~2-~1) eq 
= (~2-~1) + ( ~ ) (~-~) 

a v,T 

Neglecting the higher-order terms: 

= 

Equations ( 3 .40) and ( 3 .42) give: 

( 3 .42) 

( 3 .43) 

v1here T is a new constant to be determined from comparisons of 

calculations with experiments. 

Eq. ( 3 .41) shows that q has the character of a viscous 

force, as stated earlier. It is necessarily proportional to 

the first power of the strain rate because of the use of the 

linear phenomenological law. This first-power dependence is 

retained in the computations, but since its primary purpose is 

to smooth the shock transition it will be artificially modified 

after the manner described by Richtmyer and von Neumann (27): 

The coefficient g22 is made proportional to the cell thickness 

used in the computation. 

Then 

q = (3.44) 

where CL = constant. 
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This completes our general description of non-equilibrium 

two-phase flow. In the following section we approximate the 

constitutive relations in order to apply them in numerical cal­

culations. 



IV. CONSTITUTIVE RELATIONS FOR IRON 

4.1 Approximations for Two-Phase Flow 

Three approximations were made in order to simplify the 

application of the principles of Section III to the ~ - € tran-

sition in iron. First, the equilibrium volume change at con-

stant p was assumed constant in the coexistence region. This 

approximation is supported by compressibility measurements at 

room temperature which result in the following values (10,28): 

82 (at 192 Kb) 

81 (at 132 Kb) 

= 

= -1 -1 5.1 x 10 (Mb) 

where Si is the compressibility of the i-th phase. 

Then 

v2(p,T) - vl(p,T) = -.004 cc/g at every p and T. 

Then from Eqs. (3.6), (3.26) and (4.1) we get: 

= 

d~ = 

(4.1) 

(4.2) 

(4.3) 

Then VI can be calculated from the above equations provided 

v and ~eq are known. In the computation process v is given by 

the continuity equation and ~eq by Eq. (3.6). 
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a = 
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= (4.4) 

Since (v 2-v l )eq is constant, the temperature dependence of a eq 

is in v~q(T). Our second approximation is to replace vl(T) by 

the value vl(T ) at room temperature (T). Since the tempera-o 0 

ture is only slightly greater than room temperature, the error 

involved in this approximation is negligible except in the 

immediate vicinity of the transition pressure, 130 Kb. 

Since vI can be determined from Eqs. (4.2) and (4.3) we 

can use the form p = p(vl,T) to calculate pressure if we know 

the temperature. The third approximation we made is the tem-

perature calculation. 

If the phase transition is made at equilibrium, pressure 

and temperature in the coexistence region must satisfy the rela-

tion: 

dp/dT = constant at fixed p or T. 

Over a wide range of temperatures the coefficient is practically 

constant (10). But if we assume that the coefficient dp/dT is 

constant even in the non-equilibrium coexistence region, we 

shall see presently that the energy conservation law alone is 

then sufficient to determine the temperature change. Since E is 

given by Eq. (3.7) the internal energy is a function of p, T and 

a. On replacing a by Eq. (3.6), it is a function of p, T and v. 

But if we assume that dp/dT is constant, p and T are no longer 

independent and E is a function of T and v only. The 
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error resulting from this approximation has not yet been 

evaluated. It should be small since ~T is small. From 

this assumption we relate changes in temperature to changes in 

specific volume as follows: 

Substituting into this relation from Eq. (3.21), we find in the 

mixed phase region: 

Defining (oE/oT) as C and using the- following identity, v v,m 

this becomes 

dT = - (T(op/oT) + q)dv/C . v v,m (4.4) 

The calculation of C in the coexistence region is given in v,m 
Appendix I. It should be noted that in the coexistence region 

(op/oT) is equal to dp/dT because of the assumed dependence of v 

p and T. 

Our assumption of internal energy dependence (E(v,T» 

is certainly true for a single phase, so the form of Eq. (4.4) 

is valid, and if we know the values of Cv and (op/oT)v in 

either a single phase or a mixed phase, the temperature cal­

culation is only a matter of substituting different values of 

these parameters, depending on the phase region. 
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4.2 Review of Experimental Information 

There are three main static experiments on the equation 

of state (12,10,29) and the isothermal p-v relations are in 

close agreement, within the range ot experimental errors, with 

shock wave measurements ot the Hugoniot at low pressures. We 

use the equations of state determined from shock experiments. 

There are tour major measurements on shock wave propaga­

tion in iron. The one by Ban~roft et ale (2~), is on the 

Hugoniot pressure-volume relations above the transition pressure 

and it reveals a discrepancy in the magnitude ot the gradient 

dp/dT compared with the static value (I). The other three are 

concerned with transient effects and the thickness of the 

second shock: 

1. Bancroft et ale observed the two-wave structure and 

determined the pressure-volume relation in the second 

shock by jump conditions. 

2. Smith measured the thickness (.02 mm) of the second 

shock front in recovery experiments by hardness methods 

and concluded that the duration of the transition zone 

is in the order of .001 ~sec (30). 

3. Novikov et ale observed the two-wave structure in iron 

by a capacitance method (14). They concluded, from the 

rise time of the second shock, that the duration of the 

transition region is .2 - .3 ~sec. This duration is 

not exactly equal to the relaxation time T, but as it 

is essentially governed by the relaxation of the phase 

transition, it should be of the same order of magni­

tude. They also observed a pressure drop behind the 
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first shock for thinner samples (no information is 

given about the thickness), and explain that it is due 

to relaxation processes. 

4. Minshall observed, by a pin technique, decay of the 

first shock over a distance of 5 cm (.8 cm - 5.8 cm) (13). 

No estimation of transformation time is given, nor is 

the explanation of the decay. However, if we assume 

this decay to be due to the relaxation, the order of 

relaxation time must be about 5-10 ~sec. 

All of the above reports agree about the existence of 

the transition, but as far as the relaxation time is concerned, 

they make no suggestion of a particular value to be used in the 

calculation. 

In numerical procedures we can use any relaxation time 

to study the effect of phase change on shock wave propagation, 

but we made an arbitrary choice of 1/3 ~sec for most of the 

calculations, based on consideration of the experiments by 

Novikov. In the study of the decaying precursor we used three 

relaxation times, .1, 1/3, and 1 ~sec. 

4.3 Equation of State of Iron 

The equation of state of the first phase is taken to be: 

where 

C 1 = specific heat at constant volume, phase 1, 
v assumed constant 

To = some temperature above which Cvl is constant, 
taken as room temperature here. 

(4.5) 
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a i = constants 

r = Gruneisen function, assumed constant 

This is a form of the Mie-Gruneisen equation used by Al'tshuler 

et al. (31). 

The coefficients a. can be determined from the poly-
~ 

nomial fits of the Hugoniot curve (1) or from static measure-

ments. However, for the case ' of iron there is no appreciable 

difference, below 200 Kb, between the isotherm and the Hugoniot 

centered at room temperature. For example, the temperature rise 

along the Hugoniot from 0 to 130 Kb is 200 e (28), which contrib­

utes only about 1.3 Kb to the total pressure. This difference 

is less than experimental error for static and shock measure­

ments in general (29). Therefore, we can substitute the Hugoniot 

as a room temperature isotherm in the equation of state. These 

and other equation of state parameters are given in Table VI. 

The values of a i listed in Table VI are determined from the 

least square fit of existing data below 130 Kb (32). Since 

errors in the experiments are larger than the thermal pressure, 

this will not give any inconsistency in the equation of state. 

When we speak of the temperature-independent equation of state, 

we mean the isotherm at To. 

Fig. 4.1 shows the isotherm at To in terms of relative 

volume. Bridgman's data at room temperature, extrapolated to 

high pressures, are drawn for comparison. The difference at 

high pressures is mainly due to inaccuracies encountered in 

extending Bridgman's data to such high pressures. Since the 
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volume change is constant at fixed p and T, the isotherm of 

the second phase (€ - phase) can be easily found by shifting 

the first phase by the amount of the volume change (v2-vl)' 

TABLE VI 

Physical Data for a - iron 

Parameter Values Dimension Reference 

vo (initial volume) .1275 cc/g (33) 

al (thermal expansion -6 l/Ko{degK)-l coefficient) 36.3 x 10 ( 33) 

Cv1 (heat capacity) . 4447x10 -5 Mbcc/gOK (33) 

PM (transition pressure) .130 Mb (10) 

(dp/dT)m (equilibrium) -.000065 Mb/K 
0 

(10) 

6v (volume difference) -.004 cc/g (10) 

a1 1.667 Mb (32) 

a2 3.4 Mb (32) 

a 3 0 Mb ( 32) 

r 1.6 . . . (34) 

Cv,m .46x10 -5 Mbcc/gOK * 

To 3000 K oK 

*See Appendix III. 

Once the equation of state is known, the expression for 
eq 

a can be easily found from Eq. (4.4), which includes the room 

temperature approximation for v1(T). Suppose we specify the 

room temperature transformation by the isotherm AB in Fig. 4.1; 
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a eq is given by the relations: 

a eq = 0 if v > v 
A 

a eq = (v-vA)/(vB-vA) if v < v < vA (4.6) 
B 

a eq = 1 if v < v . 
B 

The graph of a eq is given in Fig. 4.1. 

As seen in Table VI, we assume the constancy of physical 

data, such as C
vl

' r and so on, regardless of pressure. He use 

the equilibrium value (-.065 Kb/oK) for dp/dT in the coexistence 

region unless otherwise stated. 



v. SHOCK PROPAGATION IN IRON 

S.l Difference Equations 

The system of difference equations used here is based 

on one described by ~~ilkins (35), with the yield stress set to 

zero. Space is divided into points and cells as in Fig. 5.1. 

The particle velocity and the current position of the Lagrangian 

coordinate are defined on the points with integer label ;, and 

other variables are assigned to the cells with half-integer 

labels j+~, etc. 

Point Point 

i~ 
. 3 . . . J~ . . . 

Cell Cell 

x(j) x(j+l) 

Fig. 5.l.--Difference Scheme in Space 

Time differences are also staggered. Particle velocity 

and q are defined at half-integer times, n+~, and other vari­

ables are defined at integer times, n. 

The computational sequence for general interior points 

and cells is given in Fig. 5.2. 
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0 New calculatio ns 

• Old calculatio ns 

4---- First step 

Second step +-.-

(volume only 

t +- Third step \ , 
\ , 
\ " P "-

,T) 
\ ( \ Fourth step (p , 

\ 

"q 

1 

Fig.5.2.--Computational Sequence 

The flow equations and the constitutive relations are approx­

imated according to the above difference scheme. The difference 

equations are given in the order of computation. The subscript 

or superscript "0" refers to the initial state (p=O) of the 

first phase. 

1. Equation of motion, Eq. (3.3) : 

n+~ n-~ 6t n n 
u. = u. +- (!:'+1: !:. 1:) 

J .1 ~t,1 J 2 J-2 
J 

(5.1) 

where 

n n n-~ 
!:j~ = -(p + q ) .-tJ.; 

J 2 
(5.2) 

= total stress in the x-direction. 
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n 
t. 
J 

= 

n n 
x·+l-x. 

~[( J n J) + 
n n x.-x. 1 

(JnJ-)] 

Vj+~ V. 1 
J-~ 

= average mass at j. 

At the left boundary 

t n = (~)(xnl-xn)/v~ 
002 

The new coordinate is given by: 

xn+l 
j = n n+~ x. + u. 6t. 

J J 

2. Continuity equation: 

n+l 
v.+1 

J "2 

where 

= n (po) (n~ v.+1: -I- 6t - .+1: u·+l J 2 m J 2 J 
ut;+~) 

J 

m • --,-1_ 
J """P'2 

= 000 
P • ,L ( X • +1- x . ) 

J 1"'2 J .J 
= mass in the cell j+~, 

po = initial density. 

3. Linear viscosity: 

un+~ < un~ 

(5.3) 

(5.4) 

(5.5) 

(5.6) 

(5.7) 

n~ 
qj+~ = 

o n~ n+~ n+~ j+l j 
CL Pj+~ llj+~ 'Uj+l - Uj I for{ (5.8) 

n+l n 

Here 

= 0 otherwise. 

lln+~ 
j+~ 

= / n+l n) 2v (vj ' . L + v
J
• +1: . o ' ~ 2 

v.+1: < v.+1: J 2 J 2 

(5.9 ) 
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4. Constitutive relations: 

The relaxation equation: 

= 
eq n n a-a 

a'+L + ( ) 6t. 
J ~ ,. j~ 

,. is the characteristic relaxation time and 

is assumed to be constant. 

The specific volume of the first phase is: 

n+l 
vI J'+% , 2 

= n+l 
V'+l -J ~ 

Temperature calculation: 

T
n+l 
j~ = 

where C = -(l/Cv)(~P/~T)v (convenient for a 
mixed phase) 

(5. 10) 

(5.11) 

(5.12) 

or C = -r/v (convenient for a single phase), 

and r is the Gruneisen coefficient. The value 

of Cv depends on the phase region as described 

in the last section. The formula for Cv,m in 

a mixed phase is given in Appendix II. 

Equation of state: 

n+l 
p .. L JT-2 = 

n+l 
[p(v l ,T) Jj+~ 

where p(vl,T) is given by Eq. (4.5). 

The boundary between a single and a two-phase 

region is distinguished by the transition 

pressure PM' at which the relative volume of 

the first phase is given by vA. 

(5.13 ) 
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5.2. FORTRAN Program 

The FORTRAN IV program used for the calculations is given 

in Appendix III. This program is set up specifically for the 

problem of a constant driving pressure and a semi-infinite slab 

of material so it does not treat an unloading rarefaction prob­

lem nor the reflection of a shock wave. 

The heart of the program, insofar as we are concerned, 

is in the calculation of a, p and T, following that of v and q 

(Eqs. (5.10) through (5.13) above); therefore we consider it in 

detail. 

When the material of cell j is in the region of phase 1, _ 

as determined by a test on p, the numerical computation proceeds 

to Eqs. (5.12) and (5.13) from Eq. (5.8). Hhen the pressure in 

cell j reaches the transition value ~ and overshoots it, tem­

perature and the relative specific volume of phase 1 must be re-

adjusted by use of Eqs. (5.11) and (5.12). At this time the 

special program parameter NSA(J) is set equal to 2 for the cell 

j and kept at that value until the material is all converted to 

phase 2. Calculation of pressure is accomplished by substituting 

vI and T from Eqs. (5.11) and (5.12) into (5.13). Once the 

given cell becomes pure phase 2, NSA(J) is set equal to 3, and 

the calculation again proceeds as for phase 1. However, as long 

as we use the relaxation relation (Eq. (3.26», with the approx­

imation (v 2-v l = constant), we always have: 

a < 1 

= (5.14) 
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If we are reminded that pressure is essentially calculated from 

vI, then from Eq. (5.14), regardless of whether we set a to 

unity when it is close to unity, the value of vI is practically 

the same. Therefore we can, for the present case, discard the 

case for NSA(J) = 3, which is enclosed by the dotted lines in 

the flow chart. 

The expanded flow chart for this part of the program is 

given in Fig. 5.3. 

5.3. Numerical Results 

5.31 Transient Case 

The particular concern here is with development of the 

double wave structure associated with the phase transition. A 

uniform pressure is applied at time t = 0 to the surface of a 

half space, x = 0, and maintained constant as the plane wavefront 

develops and propagates inward. For an applied pressure of 

0.200 Mbar*, Figs 5.4 and 5.5 show pressure profiles of the de­

veloping wave at times measured from the first application of 

pressure. Fig. 5.4 illustrates the development and decay of the 

first wave caused by the a - € phase transition. After about 

ten relaxation times the profile has the clear double-wave struc- . 

ture shmro in Fig. 5.5. 

The thickness of the first wave front is determined by 

q and by the choice of space increment, ~x (Fig. ~.l). The width 

ot the second front is contr olled by the relaxation time of the 

phase transition. Hhen it is well separated from the first wave, 

*1 Megabar = 1012 dynes/cm2 
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Subroutine 2MIX 
Mixed phase 

calculation of 

r---', r----' 
I r.--;-1 I I 
1 ~=~-INSA=~--l 

....--" p and T. 
I Te st :- - LI I I 

--~ L ____ J I 
I --;, 
I I~<l~--------_J (5.10), (5.11), 

(5.12), (5.13). 

f Set NSA=2 

Subroutine 

1 ____ 1 I 
1... ___ ...J I 

I 
I 
I 
I 

PHASE 1 () 
Single phase Test p,T ~ End Crossed yes 
calculation - the' of 
of (p,T) by boundary ~ Cycle 

Computation T J}--
f I.. est 

o r-- NSA(J) U, Q, V 
(5.12 a.nd r'" 

( 5 . 13) . I '----,---

T3 T I 
I I 
I I 
I I 
I r-----------------------, I 
: 1 I I 
L----J Second phase subroutine ! _______ .J 

I 1 
I 1 L _______________________ ~ 

New cycle 4--

Fig. 5.~--Flow Chart for the Constitutive Relation 
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the relative magnitude of q in the second tront is negligible, 

as shown in Fig. 5.6. The coefiicients C
L 

are varied to deter­

mine effects of q on the transient wave profiles. 

Richtmyer (36) has shown,using quadratic q, that a small 

coefficient of pseudo-viscosity produces an ocillatory output 

even when the stability condition (6x/6t) is satisfied. Figs. 5. 7 

through 5.9 show similar changes in profiles for various CL. 

Figs. 5.10 and 5.11 give the profile at fixed times for three 

different values of CL. From these it is quite clear that the 

shock profile converges to the same form after about three 

relaxation times. Details of the relaxation process at early 

times can be obscured by oscillations when CL is too small as 

these figures show. A very large C
L 

produces so much damping 

that sudden changes in profile are prevented. This can allow q 

to control the profile of the second shock as well as the first . 

A value of C
L 

= 0.1 was found satisfactory for most of the cal­

culations described here. 

Novikov observed a drop in pressure behind the first 

shock. These calculations sometimes show such a drop, but it 

is more likely due to oscillations in the output than to a 

physical effect. 
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Both pressure and a are shown in Fig. 5.12 as functions 

of time at .01 cm from the surface for 3 values of CL. The be­

havior of aeq is sensitive to CL; it reflects the fluctuations 

in p. a, on the other hand, is relatively independent of CL; 

its behavior is controlled by the relaxation time T. This 

suggests that the decay in amplitude of the first wave is essen­

tially independent of the artificial viscosity. 

The decay of the precursor is shown in Fig. 5.13. The 

rate of decay at early times is closely related to a simple 

exponential, as shown. 

This behavior is plausible on the basis of the follow­

ing model. Eq. (3.23) can be written 

dp/dt = 

This is the analog of Eq. (9) in reference (50). By the same 

arguments used there, we can arrive at the analog of Eq. (19) 

of ref. (50): 

= 

providing the path of the number one shock lies along a 

characteristic, which is nearly true. Here PI is pressure at 

the peak of the first shock, assumed to be a discontinuity, 

hence it lies on the metastable surface vl(p,T). With this 

condition, a = O. Now with the sweeping approximations that 

v l -v2 = Av = constant, that the entire process is temperature 

independent, and that Cpl = Cp2 ' we obtain for the decay 

equation: 

= 
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If vl(p) is linear, then 

~ 
eq = 

o 

90 

= 

VI ~ vm-6v 

(Pm-PI) (dv l /dp)/6v 

vm- 6v ~ vI ~ vm 

vm ~ vI 

Here v and p are pressure and volume where the Hugoniot first m m 

enters the mixed phase. These expressions yield 

= Pn + (x A V/2UT) dp/dv1 ' 

= 

where x = Ut. Figure (5.17) shows that in the present case 

(Pn = driving pressure = 200 kbar) , the central formula applies, 

therefore we should expect to find that 

PI - 130 = 70 exp (-X/2UT) 

The difference between this curve and the numerical results, 

shown in Fig. 5.13, is due to non-linear effects. 

In Figs. 5.5 and 5.11 there are arrows labelled A and B. 

These indicate the shock front position which would be predicted 

at the indicated times from the Rankine-Hugoniot jump conditions: 

A for the first shock, B for the second. The difference be­

tween this predicted arrival time and the one obtained in the 
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numerical integration arises because the shock profile has not 

reached its steady state or permanent regime. For the permanent 

regime, to which ;ump conditions apply, the locus of p+q vs v 

lies along two straight lines, OM and MC in Fig. 5.14. M repre-

sents the break in pressure between the first wave and the 

second, and the velocities of the first and second waves are 

proportional to the square roots of the slopes of these two 

lines. 'fuen the pressure is applied suddenly and the relaxation 

time is long, the state of an element will rise to a point on 

the extended metastable curve of phase 1, say C'in Fig. 5.14, 

and then proceed toward the equilibrium point 8 along an isobar. 

During the process of precursor decay, the locus will lie along 

intermediate curves such as OabC. In fact then the leading wave 

and the developing profile behind it propagate at first with a 

velocity proportional to the square root of the slope of the 

chord DC', only gradually approaching the smaller steady state 

velocities. Consequently the wave front position calculated by 

integration of the flow equations should always lie ahead of the 

position predicted by the jump conditions whenever the constitu-

tive relations include rate or time dependent processes. Loci 

for p+q obtained -in the calculations for several positions and 

two values of CL are shown in Fig. 5.15. They do indeed dis­

play the behavior described in Fig. 5.14; , moreover the locus is 

relatively independent of CL. 

It is possible to calculate the equilibrium Hugoniot 

curve for a material undergoing a phase change using only the 
an 

jump conditions andAequation of state (17). However, once a 
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program is available for integrating the flow equations, as in 

this case, it turns out to be easier to run the program with a 

uniform driving pressure and tabulate p and v in the uniform 

region far behind the shock fronts than to do the equilibrium 

computation. That has been done and the results are shown in 

Fig. 5.16. 

TI is the temperature independent solution (which is on 

the second phase isotherm), and TDl and TD2 are temperature de- · 

pendent solutions with different isothermal compressibilities 

(a2 = 3.4 and a 2 = 2.4, respectively). The difference between 

TI and TDl is due only to the temperature dependence in the 

equation of state. The reason TI lies above TDl can be explained 

as follows: since dp/dT is negative in the coexistence region, 

the transition produces a temperature decrease. This decrease 

is found to be larger, except near the transition point, than 

the temperature rise in the first shock (about 20
0
), hence it 

gives a slight pressure drop for the temperature-dependent 

equation of state. Experimental values measured by Minshall (13) 

are indicated by crosses. The differences between these and 

the calculated curves are substantial. It is quite possible 

that a curve passing through points Band C can be developed by 

allowing v2-vl to vary with p. Point A, however, appears to be 

unattainable within what are here believed to be reasonable 

limits of the thermodynamic and transition parameters. 
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5.32 Permanent Regime 

After the shock of the last section has propagated far 

into the medium, the profiles of the first and second shocks 

are expected to become unchanging, though they continue to sep­

arate because of differing velocities. When this happens, these 

profiles should be described by a permanent regime solution to 

the flow equations (37). Such a solution is obtained here in 

order to determine how far the wave must travel to closely 

approach the permanent regime and to provide an independent 

check on the numerical integration for the transient case. We 

proceed by setting (~/~t)x = 0 for all variables in Eqs. (3.3)­

(3.5) and (3.43). The resulting equations are, for the temper-

ature independent case: 

Combining Eqs. (5.16) and (5.15) yields the Earnshaw relation: 

p-p 
o 

= 
2 2 

p U (v -v) 
o 0 

(5.21) 

where U is shock velocity. Combining Eqs. (5.17), (5.18), (5.19) 

and (5.21) yields an equation for dp/dx in the transition region 

(5.22) 
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From the definition of ~eq we have 

~eq = 0, p ~ p 
o 

= 

= 1, p ~ p a 

where Po' Pa' va' Vo are defined in Fig. 5.lS. Combining 

(5.23) 

Eq. (5.23) with (5.lS), (5.21), and (5.22) yields the following 

expressions for dp/dx: 

dp/dx 

dp/dx = m(m2(2vo-v l -va ) + po-p)/T(1+m2dv l /dp) • 

2 
. (m vo-P+Po) , Pa ~ p ~ Pf 

(5.24 ) 

(5.25) 

Here vI is a known function of p, Eq. (5.20). Examination of 

Eqs. (5.24) and (5.25) shows that dp/dx = ° at p = Po and 

p = Pf' In Eq. (5.22) , m < ° for a forward-facing shock, 
eq 0, 0, and 1 2 0, from Fig. 5.lS. ~ - ~ > vl -v 2 > + m dvl/dp > 

Therefore dp/dx < o throughout the transition. The qualitative 

features of dp/dx are shown in Fig. 5.18. 

Eqs. (5.24) and (5.25) have been integrated for the 

iron transition, assuming that no temperature changes occur in 

the shock. The results are compared with the temperature­

independent transient case in Fig. 5.19 for a driving pressure 

of .200 Mbar. The shock width, defined as 6x =6p/lldp/dxl ' max 
is for this case about .3 cm. The steady velocity of the 

second shock witfu respect to the material ahead of it is UII = 

0.37 cm/~sec. The relaxation time assumed for the calculation 
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Fig. 5.17.--Path of the Permanent Regime Solution 

~----------------------~--------~------p 

Fig. 5.18r-dp/dx for Permanent Regime Solution 
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Fig. 5.19.--Comparison of 
permanent regime with transient 
profile of second shock. 
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Fig.5.19. --Comparison of Permanent Regime with Transient 
Profile of Second Shock. 
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is T - 1/3 ~sec, so ~x ~ 2.4 UrrT. Profiles obtained from 

the transient calculation at t - 2.2ST, 1ST, 22.ST are shown 

for comparison. The agreement is very good at 1ST. This 

agreement is additional evidence of the validity of the inte­

gration procedure for the transient case. 
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APPENDIX I 

HEAT CAPACITY OF MIXTURE 

Equation (31) of Reference (7) gives 

CVM = - T(oV/oP)SM (dP/dT)2 (1) 

where (ov/oP)SM is the slope of an equilibrium adiabat in the 

mixed phase region. Equation (16) of the same reference gives 

(oV/oP)SM = dVl/dP - (dSl /dT)(dT/dP)2 

- (V - Vl )(dT/dP)2 d2p/dT2 . 

Using the identities 

and 

Equations (1) and (2) can be transformed to yield 

(2) 

The first two terms of Equation (3) correspond to Equation (85) 

of Reference (38). The third term may be important if the state 

point is not near the boundary of phase I. 
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APPENDIX II 

PROGRAM FOR CALCULATING WAVE FLOW IN ONE SPACE 

DIMENSION FOR PLANE, CYLINDRICAL, OR 

SPHERICAL GEOMETRY 

A. Program Name: BURN 

B. Program Description 

This program is an adaptation of one written by John O. 

Erkman at Stanford Research Institute. It integrates the equa­

tions of flow through one space and one time dimension for ar­

bitrary initial and boundary conditions. Integration is carried 

through shock fronts by means of an artificial viscosity. 

Initial and boundary conditions, input parameters and output 

statements are contained in subroutines so they may be readily 

altered. 

Subroutine DECIDE contains the input parameters which 

define the problem. Comments in the Listing (Section C) should 

make this subroutine self-explanatory, except perhaps for the 

following: 

S is an integer index used to label the various regions 
in the problem, S = 2,Sl 

BURN(S) is an index which defines the material in region S; 
for example if the geometry is spherical and the problem 
consists of a sphere of explosive surrounded by an Al 
shell, Sl = 3, BURN(2) = 1, BURN(3) = 4. Other values 
of BURN(S) are defined in the program listing. 

0PTI0N is an index defining the driving system for the 
problem. 0PTI0N = 1,2,3, or 4 for a pressure pulse 
applied to the left boundary. 
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TAU is a characteristic time parameter for the applied 
pressure. For its exact meaning, consult the listing 
of the MAIN program. It's units are microseconds. 

LEFTP is in Megabars (Mb) 

TQUIT, microseconds 

Values of Z0N(S) and L(S) need be given for S = 2, Sl. 

The primary output consists of tables of values of particle 
velocity, pressure, etc., vs J for each time and cycle 
indicated in DESCRIBE. 

C. Program Listing and Sample Output 
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